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Abstract
Stocks and fluxes of nitrogen in two oligotrophic ecosystems are evaluated using a vertically resolved turbulence-driven ecological model. The model simulates the intra-annual variability of the ecological processes in the upper 300 m of the water column in the Catalan Sea (CS), northwestern Mediterranean, and in the subtropical northeast Atlantic (NEA). Higher irradiance and daylight length making the euphotic layer thicker, together with a higher mixing layer depth explained that the phytoplankton maximum was deeper in NEA than in CS during summertime. In general, the amount of irradiance appears to control the chlorophyll maximum depth while the amount of nitrate transported from the bottom boundary is mainly constraining the phytoplankton stocks. The summer chlorophyll maximum was found at depths below the thermocline and close to the nitracline. In both locations, zooplankton grazing controlled the late winter phytoplankton bloom but reduced more than expected the subsurface phytoplankton concentration in summer. The nitrite maximum was successfully simulated to be close to the chlorophyll maximum, explained by the phytoplankton reduction of nitrate in the dark. The yearly estimates of upward fluxes of nitrate to the euphotic zone were variable depending on the horizon at which fluxes were computed. Just below the euphotic zone, the upward fluxes of nitrate were 0.64 and 0.22 mol N m$^{-2}$ in the CS and NEA, respectively, more closely connected to the variation of the nitrogen gradient than to the density field.

© 2003 Elsevier Science B.V. All rights reserved.

Keywords: Nitrogen; Ecological modelling; Oligotrophic ecosystems; Comparative ecology

1. Introduction
The upper water layers of the open oligotrophic ocean sustain plankton communities contributing to regulate the organic matter fluxes. Such communities are subject to complex interactions of biogeochemical and physical processes taking place in the aquatic environment and the atmosphere still requiring comprehensive interdisciplinary efforts to be well understood (Rasitetter, 1996; Carril et al., 1997; Donny, 1999). The phytoplankton community is in charge of producing organic matter from inorganic carbon and nutrients under irradiance conditions higher than 0.5% the irradiance in surface waters, called the euphotic zone. Most of primary production (i.e. 70%) is mainly recycled by means of bacterioplankton decomposition and excretions of zooplankton and higher organisms in the food chain, making up the regenerated production (Dugdale and Goering, 1967). The remaining fraction of non-recycled matter (∼30%) is mainly exported down to deeper waters turning the deep ocean into a large carbon reservoir (Sarmiento et al., 1993). To compensate the exported matter, adjacent ecosystems richer in nitrogen, particularly deeper waters, supply...
the system with inorganic nitrogen to generate new production (Lewis et al., 1986).

Nitrate has been widely assumed to be an important predictor of new production in the oligotrophic open ocean (Auffdenkampe et al., 2002) controlling and limiting such a production (Dugdale, 1967; Berges and Falkowski, 1998). In regions of the western Mediterranean Sea with permanent geostrophic fronts, new primary production has been often associated to the turbulent transport of nitrate from deeper waters (Lohrenz et al., 1988; Zakardjian and Prieur, 1994, 1998; Salat, 1995; Estrada et al., 1999). In the North Atlantic, the inflow of nutrients brought to the surface has also been mainly attributed to the vertical diffusion from deeper waters (Menzel and Ryther, 1960, 1961; Denman and Gargett, 1983; McGillicuddy and Robinson, 1997). In the subtropical NE Atlantic, the inter-annual variability of primary production has been also associated to both persistent and intermittent density fronts (Owen, 1981; Marañón et al., 2000).

In the last decades, numerical simulations have been gaining strong interest since they provide a relevant support to field measurements and satellite observations of primary production and biogeochemical properties of marine environments (Morel and André, 1991; Skogen et al., 1995; Auffdenkampe et al., 2002). Former numerical simulations lacked in coupling physical, biological and chemical processes (Steele, 1977; Denman and Platt, 1980; Kiefer and Kremer, 1981). However, combined studies were rapidly increasing thus providing suitable basis to the modelling of the ecosystem properties and evolution. Current ecological models operate at several time scales ranging from hours to years. For example, Sharples et al. (2001) used a model to evaluate hourly events affecting primary production in the thermocline. Cruzado (1982), Varela et al. (1992, 1994) and Zakardjian and Prieur (1998), among others, have focused their modelling on the primary production at longer seasonal scales. The simulation of the pelagic ecosystem all the year over has also been gaining strong interest allowing to estimate organic and inorganic matter fluxes and budgets (e.g. Evans and Parslow, 1985; Doney et al., 1996; Oguz et al., 1996; Levy et al., 1998; Sharples, 1999).

One of the issues tackled by numerical models is the assessment of nitrogen fluxes, particularly nitrate associated with new primary production. Estimates of nitrate fluxes in oligotrophic ecosystems widely vary according to the place and methods. In the Sargasso Sea, using the Fasham et al. (1990) model (FDM), the nitrate flux in the upper mixing layer of water was estimated to range from 0.40 to 0.72 mol m$^{-2}$ per year. Jenkins (1988) and McGillicuddy and Robinson (1997) have given estimates from ecological models within the same range. Doney et al. (1996) calculated the upward nitrate flux at 300 m depth to be 0.06 mol N m$^{-2}$ per year similar to the value 0.072 mol N m$^{-2}$ per year estimated by Gruber and Sarmiento (1997). In northwestern Mediterranean, the nitrate entering the upper water layers fuelling new primary production has been estimated with the use of vertically resolved ecological models in the range between 0.26 and 0.64 mol N m$^{-2}$ per year (Tusseau et al., 1997; Levy et al., 1998).

The present paper is focussed on the ecological comparison of two oligotrophic environments with emphasis in nitrogen fluxes and primary production. This study was carried out using a one-dimensional vertically resolved model, which allows assessing the effect of different supply of nitrogen and irradiance affecting the phytoplankton primary production and the zooplankton secondary production. The turbulent environment in the model is assumed to depend on density also affecting the nitrogen flow and the interaction among biological communities. The selected environments were located at different latitudes in the Catalan Sea (NW Mediterranean) and in the subtropical northeast Atlantic Ocean. Since the nutrient flux estimates with the model depend on an adequate parameterisation of the physical properties and biogeochemical processes in the ecosystem, this paper first describes how the proposed model fits field observations and then investigates about fluxes in the water column and primary production.

2. Methods

2.1. The physical model

An improved version of the one-dimensional model described by Varela et al. (1992) thought to simulate the depth of chlorophyll maximum (DCM) during
summer time, is used to simulate the temporal evolution (hourly steps) along the whole year of physical and biogeochemical variables in two open ocean stations. Temperature, salinity, density and irradiance are the physical variables interacting with inorganic nutrients (nitrate, nitrite and ammonium) and with phytoplankton and zooplankton as biogeochemical variables. The two selected oceanographic stations were located in the central Catalan Sea (CS), NW Mediterranean, and in the subtropical NE Atlantic (NEA) ocean (Fig. 1). The physical processes in the model force the state variables along 100 boxes arranged in the vertical dimension, each 3 m thick thus covering the upper 300 m depth of the water column, as schematically represented in Fig. 2. The rates of change were evaluated at 60 min time-step. All variables were subject to a vertical advection and vertical turbulent diffusion maintaining the mass-conservation principle.

Validation of the model results was carried out using historical field data of various cruises that took place in selected stations, obtained by staff from the Centre d’Estudis Avançats de Blanes (CEAB), Spain. Ninety-eight stations from the Catalan Sea between 40°–41° N and 1–3° E, and 12 stations from the subtropical NE Atlantic between 20°–24° E and 25°–30° N were selected. The CS stations covered all seasons in the period 1985–1999 while the NEA stations covered only winter 1991 and summer 1992. In absence of real time series, historical temperature, salinity, chlorophyll a, nitrate and nitrite data, were grouped by seasons and integrated at various depths in order to be compared with seasonally integrated results generated by the present model.

The relatively low historical variability of temperature (°C) and salinity (psu) at 300 m depth led to fix the values for these variables in the bottom boundary of the model. Temporal evolution of temperature and salinity, imposed to the surface boundary as a sinusoidal function, was parameterised according to basic statistics (mean and amplitude) of historical data sets (Table 1). $B$ represents temperature (°C) or salinity.

### Table 1

<table>
<thead>
<tr>
<th></th>
<th>Catalan Sea</th>
<th>Subtropical NE Atlantic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Amplitude</td>
</tr>
<tr>
<td><strong>Upper boundary</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temperature</td>
<td>17.9</td>
<td>±0.5</td>
</tr>
<tr>
<td>Salinity</td>
<td>37.9</td>
<td>±0.3</td>
</tr>
<tr>
<td>Fix value</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Bottom boundary</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temperature</td>
<td>13.1</td>
<td></td>
</tr>
<tr>
<td>Salinity</td>
<td>38.45</td>
<td></td>
</tr>
</tbody>
</table>
(psu) and phase depends on the form of the sinusoid in the equation:

\[ B = \text{mean} + \text{amplitude} \times \sin \left( \frac{2\pi}{365} - \text{phase} \right) \]  

(1)

2.1.1. Length of daylight \((L_1)\)

The latitude of the stations and the Julian day control the length of daylight in hours computed following Brock (1981):

\[ L_1 = 2W_1 \times \frac{180}{\pi} \]  

(2)

\[ W_1 = \arccos \left\{ -\tan(L) \times \tan(D_1) \right\} \]  

(3)

\[ D_1 = 23.54 \sin \left[ \frac{2\pi(284 + N)}{365} \right] \]  

(4)

where \( W_1 \) (°) is the angle hour, \( L \) is latitude assumed as 40.25° N and 27.5° N for the CS and NEA sites, respectively; \( D_1 \) is the declination of Earth, i.e. the angular distance at solar noon between the sun and the Equator; \( N \) is the number of days after 22 December. Results of the yearly daylight simulation are shown in Fig. 3, on the left.

2.1.2. Photosynthetic available radiation (PAR)

Total surface incident irradiance was assumed to be dependent on Astronomy, that is, the height of the Sun over the horizon (computed hourly) and the height of the Sun over the horizon (computed hourly). Both functions were simulated by trigonometric functions (Eqs. (5) and (6)). A constant fraction of the total irradiance (0.45) was assumed to be PAR (Baker and Frouin, 1987) (Fig. 3, right). Exponential extinction of PAR flowing through the water column depended on absorption and dispersion by the water and on the self-shading effect by phytoplankton (Eq. (7)).

\[ \text{PAR}(0) = P_0 + P_1 \sin \left( \frac{2\pi N}{365} \right) \]  

(5)

\[ \text{PAR}(0, t) = \text{PAR}(0) \left\{ 1 + \cos \left[ 2\pi \left( \frac{t + L_1 - 12}{L_1} \right) \right] \right\} \]  

(6)

\[ \text{PAR}(i, t) = \text{PAR}(i - 1, t) \exp\left\{ -\left(k_w + k_c \times \text{PHY}(i) \times D_z \right) \right\} \]  

(7)

where \( P_0 \) is the annual mean value of PAR in surface assumed to be 180 and 250 W m\(^{-2}\) in the CS and NEA sites, respectively; \( P_1 \) is the amplitude of PAR here assumed as ±100 and 160, respectively, \( t \) is the time-step, \( L_1 \) is the length of daylight obtained from Eq. (2), \( k_w \) is the coefficient of vertical light attenuation due to pure water only (assumed as 0.06 m\(^{-1}\)), \( k_c \) is the constant for phytoplankton self-shading (assumed as 0.03 m\(^2\) (mmol N)\(^{-1}\)), \( \text{PHY}(i) \) is the phytoplankton biomass at box \( i \) and \( D_z \) is the grid vertical resolution (3 m).

2.1.3. Turbulent environment

Based on theoretical simulations, Zakardjian and Prieur (1998) found the vertical advection should be lower than 2 m per day in or near geostrophic fronts in the northwestern Mediterranean to explain the summer
vertical distribution of primary production. Sensitivity tests with the present model gave a much lower constant value of 0.005 m per day for the whole year allowing a proper seasonal distribution of chlorophyll a concentration in the water column. Higher velocities produced non-realistic values of all state variables close to the surface. In keeping continuity, we assumed the upwelled flow to escape laterally from the upper box.

Vertical eddy diffusivity \( K_z \) calculated from the density field according to Osborn (1980):

\[
K_z = 0.25 \varepsilon(z) N^2, \quad (8)
\]

\[
N^2(z) = -g \rho_w \left( \frac{\partial \rho}{\partial z} \right), \quad (9)
\]

where \( \varepsilon(z) \) is the turbulent kinetic energy (TKE) dissipation rate at a given depth \( z \) (m\(^{-2}\) s\(^{-3}\)). TKE was assumed constant in the mixing layer \( (\varepsilon = 1E^{-02}) \) but exponentially decreasing below it until reaching a background value of \( \varepsilon = 1E^{-08} \). \( N^2(z) \) represents the Brunt–Väisälä buoyancy frequency (s\(^{-1}\)), \( g \) is acceleration due to gravity (9.82 m s\(^{-2}\)), \( \rho_{w} \) was calculated according to Millero and Poisson (1981) equations.

The simulation results of the eddy diffusivity of the model are shown in Fig. 4. Parameterisation of the eddy diffusivity yielded values from a background value of 0.1–13.0 cm\(^2\) s\(^{-1}\) in the mixing layer, in the range of estimates from literature. Lewis et al. (1986) found a diffusivity of 0.1–1.0 cm\(^2\) s\(^{-1}\) explaining nitrogen fluxes in the subtropical NE Atlantic. Doney et al. (1996) used a background diffusion of 0.1 cm\(^2\) s\(^{-1}\) in the modelling of a station close to Bermuda. Zakardjian and Prieur (1998) studied primary production in the Western Mediterranean using the Osborn (1980) parameterisation yielding a diffusion distribution pattern and magnitude in the vertical similar to our estimates. The Ligurian Sea primary production was successfully modelled using a range of 0.0017–3 cm\(^2\) s\(^{-1}\) turbulent diffusion (Tusseau et al., 1997).

A sensitivity test of the model allowed determining the lower limit of the mixing layer that reasonably matched the mixing layer from literature. The lower limit of the mixing layer was defined as the depth at which the density difference in respect to the surface is 0.32 and 0.21 g kg\(^{-1}\) in the CS and NEA, respectively. Nevertheless, when these lower limits in autumn and spring times were deeper than 150 and 200 m in the CS and NEA, the sigma-theta difference in respect to the surface was set to 0.0003 g kg\(^{-1}\). The greater diffusion values are calculated in the mixing layer (>1 cm\(^2\) s\(^{-1}\)) and the lower values were found around stronger vertical sigma-theta gradients. When sigma-theta \( \rho \) in a box \( i \) was greater than that just below it (plus \( \delta = 0.00001 \)), overturning was applied to all state variables \( k \) as follows:

\[
\text{If } \rho_{i-1} > \rho_i + \delta, \quad \text{then}
\begin{align*}
X(k, i) &= X(k, i) + X(k, i-1) \\
X(k, i-1) &= X(k, i)
\end{align*}
\]

(10)

Since overturning was not enough to explain the formation of the near surface phytoplankton bloom occurring in late winter and early spring, convection was forced on the tenth day at the beginning of the year on all state variables along the entire mixing layer. This favoured both a faster upwelling of nutrients...
from deeper waters and the homogenisation of the state variables in the water column. The realistic character of convection is supported in the CS where it is known to affect the water column in January–February during deep-water formation (Levy et al., 1998). In the Sargasso Sea (also in the subtropical North Atlantic), convection reaching 250 m depth has been reported at the end of February (Hurtt and Armstrong, 1996).

2.2. The biogeochemical model

The model assesses nitrogen flowing through five compartments or state variables in the pelagic environment, as shown in Fig. 5. Dissolved nitrate (NO$_3^-$), nitrate (NO$_2^-$) and ammonium (NH$_4^+$) are nutrients taken up by a phytoplankton community, in turn, being grazed by a zooplankton community. Zooplankton forces both recycling of ammonium and non-recycling material. The best fitting coefficients and parameters for the functions are shown in Table 2.

The evolution of nitrate, nitrite and ammonium was similarly formulated as shown for the nitrate (NO$_3^-$) case:

$$\frac{\partial \text{NO}_3}{\partial t} = \frac{\partial}{\partial z} \left( K_z \frac{\partial \text{NO}_3}{\partial z} \right) - w \left( \frac{\partial \text{NO}_3}{\partial z} \right) - (\text{U}\text{NO}_3 \times \text{PHY})$$

Table 2

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Definition</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_{\text{NO}_3}$</td>
<td>0.9</td>
<td>Half-saturation constant for nitrate uptake</td>
<td>mmol N m$^{-3}$</td>
</tr>
<tr>
<td>$K_{\text{NO}_2}$</td>
<td>0.8</td>
<td>Half-saturation constant for nitrite uptake</td>
<td>mmol N m$^{-3}$</td>
</tr>
<tr>
<td>$K_{\text{NH}_4}$</td>
<td>0.7</td>
<td>Half-saturation constant for ammonium uptake</td>
<td>mmol N m$^{-3}$</td>
</tr>
<tr>
<td>$\psi$</td>
<td>1.5</td>
<td>Ammonium inhibition parameter for nitrate and nitrite uptake</td>
<td></td>
</tr>
<tr>
<td>$\gamma$</td>
<td>2.5</td>
<td>Phytoplankton exudation fraction of nitrite</td>
<td>%</td>
</tr>
<tr>
<td>$\nu_{\text{PHY}}$</td>
<td>3.0</td>
<td>Phytoplankton maximum growth rate</td>
<td>per day</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>80</td>
<td>Ammonium fraction of zooplankton excretion</td>
<td>%</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>20</td>
<td>Fecal pellets fraction of zooplankton excretion (detrital)</td>
<td>%</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>30</td>
<td>Zooplankton assimilation efficiency</td>
<td>%</td>
</tr>
<tr>
<td>$K_g$</td>
<td>1.68</td>
<td>Zooplankton half-saturation for ingestion</td>
<td>mmol N m$^{-3}$</td>
</tr>
<tr>
<td>$\ell_{\text{max}}$</td>
<td>1.2</td>
<td>Zooplankton maximum ingestion rate</td>
<td>per day</td>
</tr>
</tbody>
</table>
The uptake of nitrate, nitrite and ammonium by phytoplankton cells is based on the Michaelis–Menten formulation:

\[
U_{\text{NO}_3, \text{NH}_4, \text{NO}_2} = \frac{V_{\text{PHY}}}{K_{\text{NO}_3} + [\text{NO}_3]} \cdot e^{-\psi(\text{NH}_4)}
\]  

(12)

where \(V_{\text{PHY}}\) is phytoplankton maximum growth rate and \(K\) is the half-saturation constant for nitrate. The exponential function represents the suppression of nutrient uptake by ammonium. \(\psi\) is the ammonium inhibition parameter for nitrate and nitrite uptake.

A fraction of the nitrate (\(\gamma\)) taken up during the light hours by phytoplankton is exuded in the dark as nitrite (\(\gamma \text{NO}_2\)): \(\gamma \text{NO}_2 = \text{PHY}_\text{EXU}\).

If \(\text{PAR}(i, t) < \text{PAR}_{\text{surface}} \times 0.1\), then \(\text{PHY}_\text{EXU} = \gamma \times U_{\text{NO}_3} \times \text{PHY}\)  

(13)

The biological processes involved in equations describing the nitrite and ammonium evolution are \((\text{PHY}_\text{EXU} - U_{\text{NO}_3} \times \text{PHY})\) and \(\epsilon - U_{\text{NH}_4} \times \text{PHY}\), respectively, where \(\epsilon\) represents the fraction of nitrogen ingested by zooplankton that is excreted (Eq. (19)).

Limitation of phytoplankton growth by PAR or by nutrients follows the Liebig’s law of minimum. This means that the first resource to be depleted at a given time and depth in the water column (PAR/nutrients) limits the phytoplankton growth. Phytoplankton growth (nutrient uptake) limitation by light is formulated as described by Varela et al. (1992):

\[
U_{\text{PAR}} = V_{\text{PHY}} \times \frac{\text{PAR}(i, t)}{K_{\text{PAR}} + \text{PAR}(i, t)}
\]  

(14)

where \(K_{\text{PAR}}\) is the half-saturation constant of PAR (here assumed to be 20 W m\(^{-2}\)). The proportion of each nutrient to be taken up (\(U\)) under light limitation when \(U_{\text{PAR}} < U_{\text{NO}_3} + U_{\text{NH}_4} + U_{\text{NO}_2}\), is computed as:

\[
U = U_{\text{PAR}} \times \frac{U_{\text{NO}_3} + U_{\text{NO}_2} + U_{\text{NH}_4}}{U_{\text{PAR}} - U_{\text{PAR}}(i, t) + U_{\text{NO}_3} + U_{\text{NH}_4} + U_{\text{NO}_2}}
\]  

(15)

A chlorophyll-to-nitrogen ratio taken as 1 mg Chl (mmol N\(^{-1}\)) (Marra et al., 1990) was used to compare field chlorophyll observations with N-phytoplankton model results. The phytoplankton equation (\(\text{PHY}\)) includes \(w_s\) as the settling velocity (\(w_s = -0.03\) m per day), and \(G\) as the phytoplankton grazing by zooplankton (Eq. (20)).

\[
\frac{\partial \text{PHY}}{\partial t} = \frac{\partial}{\partial z}\left( K_\text{PHY} \frac{\partial \text{PHY}}{\partial z} \right) - (w + w_s) \frac{\partial \text{PHY}}{\partial z} \]

\[
+ \text{PHY}(U_{\text{NO}_3} + U_{\text{NO}_2} + U_{\text{NH}_4})
\]

\[
- \text{PHY}_\text{EXU} - G
\]

(16)

The evolution equation of zooplankton was formulated to have the following biological term: \((\lambda \times G - M - \epsilon - \Omega)\), \(\lambda\) being the zooplankton assimilation efficiency, \(M\) representing the zooplankton mortality (Eq (18)), and \(\Omega\) is the zooplankton faecal pellet production (Eq (20)).

\[
G = I_{\text{max}}(ZOO) \times \left( \frac{\text{PHY}}{K_\text{PHY} + \text{PHY}} \right)
\]  

(17)

\[
M = \mu \times (ZOO)^2
\]  

(18)

\[
\epsilon = G(1 - \lambda) \times 0.25
\]  

(19)

\[
\Omega = G(1 - \lambda) \times 0.75
\]  

(20)

where \(I_{\text{max}}\) is the maximum ingestion rate and \(K_\text{PHY}\) is the half-saturation constant for ingestion. \(\mu\) is the zooplankton mortality rate multiplied by a quadratic function of the zooplankton biomass. This could be interpreted as either cannibalism within the zooplankton compartment or by another predator whose biomass is proportional to that of the zooplankton (Edwards and Yoool, 2000). A sensitivity test of the model supported this parameterisation of zooplankton mortality since it yielded the best results for the zooplankton stocks. By using a similar parameterisation, Evans (1999) found similar effects on zooplankton with the FDM model.

Standard initial conditions for temperature, salinity, nitrate, nitrite, ammonium, chlorophyll and zooplankton concentrations were obtained after 6 years of simulation with arbitrary initial conditions and perpetual year driving forces. This length of time was necessary to make inter-annual variability smaller than 1% assuming a quasi steady state.

2.3. Estimates of nitrogen fluxes and primary production

At the lower boundary of the model (300 m depth), a relatively low variability of nutrient concentrations
is observed from historical database, with nitrate concentrations close to 8 and 4 mmol m\(^{-3}\) in the CS and NEA sites, respectively. This led to fix these values for the nitrate variable in the bottom, where vertical diffusion allows gains and losses of matter (depending on its concentration gradient) while advection produces gains or losses of matter depending on its concentration. The flow of nitrogen was treated as a scalar magnitude (mmol N m\(^{-3}\) s\(^{-1}\)). The model allowed assessing the upward flux of nitrate from the water below the euphotic zone and the internal fluxes through the biogeochemical compartments. In determining the total upward flux of nitrogen \((/H9262\text{mol m}^{-2}\text{s}^{-1})\) at such depths the diffusive flux \((K_z)\) was added to the advective flux term \((w)\)

\[ \text{nitrato flux} = wN + K_z \left( \frac{\partial N}{\partial z} \right) \] 

(21)

Primary production, the rate of inorganic carbon incorporated to the phytoplankton biomass, was estimated using a Redfield C:N ratio of 6.625. New production in the model was assumed as that originated by the uptake of nitrate flowing from the bottom boundary of the model domain. The production derived from the ammonium uptake was assumed as regenerated production.

3. Results

3.1. Depth and time evolution of modelled physical properties

Simulations of temperature, salinity and \(\sigma_\theta\) in depth and time in the upper water layers of both the CS and the NEA are shown in Fig. 6. Expected surface summer temperature maxima contrasted with the minimum surface values in wintertime (Fig. 6, top). The 15°C isotherm was observed at approximately 80 m depth during spring and summer in the CS while in autumn it sank to about 120 m depth. This isotherm disappeared during late spring and winter due to the homogenisation forced in the mixing layer by the vertical convection making temperature to be 13.6 ± 0.6°C along the entire water column. The 19°C isotherm in the NEA was observed at ~100 m depth showing a similar temporal distribution pattern than the 15°C isotherm in the CS. The summer thermocline in the CS was shallower and thinner (between ~30 and 50 m depth) than in the NEA (between ~40 and 90 m depth). The vertical gradient of temperature above thermocline in the CS was twice the gradient in the NEA station (0.09 and 0.05°C m\(^{-1}\), respectively). Just the opposite occurred below the thermocline, with a temperature gradient in the former site being half of that observed in the latter site (0.01 and 0.02°C m\(^{-1}\), respectively), suggesting a more homogeneous water column in the CS than in NEA.

Regional differences of the physical properties in both environments are better shown in salinity (Fig. 6, middle) than in temperature. At surface, in the CS, the lowest salinity value was modelled in summer while the highest value appeared in late autumn and winter. Just the opposite occurred in the NEA site, where the highest value was found in summer and the minimum in late autumn and winter. Temperature decreases with depth in both stations while salinity increases toward the bottom in the CS but decreases in NEA. A diffuse halocline was observed in the CS between ~60 and 80 m depth while in the NEA station halocline is absent. The vertical gradients of salinity were similar in both cases being 0.002 and 0.003 m\(^{-1}\) in the CS and NEA.

In spite of the differing vertical distribution patterns of salinity, \(\sigma_\theta\) kept mainly governed by temperature in both sites (Fig. 6, bottom). A pycnocline parallel to thermocline was found in summertime in the CS between ~30 and 50 m depth, while in the NEA case it was rather diffuse between ~30 and 100 m depth. Above the pycnocline, the gradients in the CS case were stronger, around 2.8 kg m\(^{-3}\) while in the latter, they were around 1.2 kg m\(^{-3}\). The higher the density gradients, the smaller the turbulent diffusion (see Fig. 4) and the nitrogen transport. Almost all year round, except in the early winter and late autumn, \(\sigma_\theta\) of decreased ~2 kg m\(^{-3}\) in the first 100 m in both environments. Below this depth, no strong differences of \(\sigma_\theta\) were observed.

3.2. Depth and time evolution of modelled biogeochemical properties

The annual cycle of modelled biogeochemical variables is shown in Fig. 7. The typical situation of high nitrate depletion in surface waters particularly in
summer is common to the CS and NEA. In the early winter, the nitrate concentration is relatively high in surface due to the vertical convection of the mixing layer. This makes the values of nitrate at the beginning of the year around 1.5 and 0.5 mmol m$^{-3}$ in the CS and NEA, respectively. This nitrate concentrations cause phytoplankton blooms to take place just near the surface at late winter. The blooming phytoplankton rapidly depletes nitrate in the surface layer that stays this way up to the late autumn when a weak upwelling of nitrate from intermediate waters is observed going up to the subsurface as a consequence of the thickening of the mixing layer after summer stratification is over. Since nitrate concentration in the bottom boundary was twice as much in the CS than in NEA, below thermocline higher nitrate gradients were found in the former case than in the latter (0.03 and 0.02 mmol m$^{-3}$, respectively). The thickness of nutrient-depleted surface water layer was higher in the NEA site than in the CS, strongly dependent on the phytoplankton uptake. First, the phytoplankton uptake covered a wider layer of water in the NEA case than in the CS. The nitrate values linked with subthermocline water correspond to the nitrate isolines 1.0 and 0.5 mmol m$^{-3}$ in the CS and the NEA, shallower in the former (∼80 m) than in the latter (∼100–120 m).

The relatively low amount of nitrate transported upward to the euphotic zone from the bottom boundary in the NEA site in comparison with that in the CS, was considered as a limiting factor for the phytoplankton stock. In fact, chlorophyll $a$ concentration...
Fig. 7. Simulated time series of biological and chemical state variables in the selected oligotrophic environments (mmol m\(^{-3}\)).

In NEA was around half of that in CS. In late winter, a phytoplankton bloom appeared with a maximum around 0.6 mmol m\(^{-3}\) close to the surface in the CS and 1.1 mmol m\(^{-3}\) at about 40 m depth in NEA. These values contrasted with a surface minimum in summer lower than 0.5 mmol m\(^{-3}\) in both stations. Another feature common to both environments was the surface chlorophyll increasing in late summer and autumn forced by the weakening in daily irradiance and increasing in mixing layer depth (and vertical convection) that favoured at the same time, the increase of nitrate concentrations in the upper water layers. This second phytoplankton bloom never reached the maximum values observed in the late-winter/spring bloom. Along the year, a persistent layer of water with chlorophyll concentration higher than 0.1 mmol m\(^{-3}\).
was observed in both environments. In general, this layer was thicker and deeper in NEA than in the CS. At the early spring, 0.1 mmol m\(^{-3}\) chlorophyll phytoplankton reaches the surface in both case studies. The lower limit of this chlorophyll layer was variable, having an average of 75 ± 25 m depth in the CS and 115 ± 40 m in NEA. Summer phytoplankton maximum was about 40 m deeper in NEA than in the CS sites, looking for the nutrients that were scarcer in the upper layers. This was possible due to the high surface irradiance making the euphotic zone wider and allowing active phytoplankton to sink deeper in NEA. The increasing of nutrients in the euphotic zone has been observed to increase the phytoplankton biomass rather than increasing the growth rates, as observed in the Sargasso Sea (Goericke and Welschmeyer, 1998; Morel et al., 1993). In the present modelling, the role of the nutrient enrichment by vertical mixing during winter coincides with the phytoplankton biomass (standing stock) increasing.

As occurred with nitrate, nitrite was highly depleted at the surface almost all year round due to the high rate of phytoplankton uptake of nitrate after the late winter bloom. The nitrite maximum with concentrations higher that 0.1 mmol m\(^{-3}\) was generally found beneath the chlorophyll \(\alpha\) layer. The average depth of such a maximum was 90 and 140 m in the CS and NEA, respectively. The maxima were observed in late summer (0.61 and 0.4 mmol m\(^{-3}\), respectively) after the weakening of the subsurface chlorophyll maximum and before it began raising upward in autumn. This nitrite maximum had a lag with regard to the formation of the DCM between 60 and 90 days in both stations.

Gains and losses of zooplankton were parameterised by equations that forced a standing stock less variable in time in respect of the phytoplankton standing stock. In general, a layer of maximum zooplankton density was observed following the phytoplankton maximum. This made that zooplankton showed two maxima, as for phytoplankton, localised close to the surface in late winter and autumn. A considerable reduction of surface zooplankton biomass took place after the water column was homogenised in winter. Nevertheless, a layer with zooplankton biomass above 0.05 mmol m\(^{-3}\) was continuously kept around the year, also contributing to increase the ammonium concentration. During summer, the CS held the highest concentration of ammonium, particularly at depths lower than the DCM, as the balance between the excretion by zooplankton and consumption by phytoplankton favoured the former process.

4. Discussion

4.1. Validation of physical properties

The physical parameterisation in the present model reasonably forces the dynamic of processes taking place into and below the mixing layer. More sophisticated parameterisation like the Mellor–Yamada 2.5 turbulence closure scheme is often referred to as a good tool describing biogeochemical processes in the mixing layer (Chen and Annan, 2000). Nevertheless, other studies point to the vertically resolved models as highly efficient simulating observations in upper water layers with similar results as those given by the Mellor–Yamada parameterisation (Oguz et al., 2001).

The ecological model used in the present work is not compared with other turbulence schemes. However, the results obtained with the parameterisation made in this work are reliable at monthly and seasonal scales as the model reasonably reproduced observed features in the pelagic ecosystems (Figs. 8 and 9).

As occurs with temperature, salinity in the CS shows some non-significant differences with field observations (Fig. 8, bottom). The summer halocline in the model simulations does not appear to be very realistic, since in the field data, salinity shows only a small but constant downward gradient along the entire water column. We attributed this to the relatively high turbulent diffusion in the model below ~100 m depth.
Surface salinity was overestimated in winter and autumn by near 0.2 psu. In the NEA case, the model fits better with field observations the averaged temperature and salinity for winter and summer (Fig. 9). The success in this modelling could not be corroborated for the other seasons due to the lack of field data.

4.2. Validation of biogeochemical properties

The comparison of the seasonal means of simulated nitrate with observations shows a high similarity for the CS case (Fig. 10, top). The model smoothes the observed spring variability of nitrate below ~100 m depth, contrasting with a good match found between model and observations in autumn. In the case of chlorophyll a (Fig. 10, bottom), at depths greater than ~60 m, the model underestimated chlorophyll a by about 0.1 mg m$^{-3}$. The phytoplankton stock was limited by the difference in the amount of nitrate transported from the bottom boundary in comparison with NEA, since in the CS the nitrate concentration was twice that in NEA. However, the phytoplankton growth below ~60 m depth appears to be light rather than by nitrate limited. In the CS simulation, the summer DCM was around 60 m depth, while the field data suggested an average maximum at 75 m depth. In the model, phytoplankton rapidly diminished below the DCM, reaching the lowest value at about 100 m depth. On the contrary, the field data suggest a high phytoplankton concentration below
DCM that decreased linearly until about 140 m depth. DCM was found within the depth range given by other authors. Pedrós-Alió et al. (1999) and Estrada (1985) observed DCM in the NW Mediterranean at 40–80 m depth. Irradiance in the modelled DCM was about 0.5% that in surface in agreement with previous work carried out in the same area (Morel et al., 1993; Varela et al., 1994). Chlorophyll maximum in the CS (1.1 mmol m\(^{-3}\)) was in the range of historical observations (Cruizado and Kelley, 1974; Estrada et al., 1999). Model results and observations also show that DCM is closely associated with the nitracline, as previously observed in the same area (Velasquez, 1997).

Validation of nitrate and chlorophyll \(a\) during summer in NEA is shown in Fig. 11. A layer of nitrate-depleted surface waters appears reaching a bottom boundary of 90 m depth in the model, while in the field data it was 30 m deeper. Nitrate in the model was around 1 mmol nitrate per m\(^3\) higher than observations around 90–150 m depth, coinciding with underestimating of the modelled chlorophyll \(a\) concentration at same depths. As occurred in the CS, chlorophyll \(a\) observations beneath DCM were higher than the estimates given by the model, thus reaffirming that the phytoplankton stock in the model at the depth of the chlorophyll maximum could be light rather than by nitrate limited. Field data and model results show the summer DCM to be closer to the nitracline, as previously observed (Herbland and Voituriez, 1979; Bahamón, 2002), also coinciding with the CS case study. Chlorophyll \(a\) maximum (0.6 mmol m\(^{-3}\)) was half the maximum modelled by Doney et al. (1996) in the Sargasso Sea, in general agreement with observations from JGOFS Bermuda Atlantic Time-Series Site. DCM was nevertheless, coinciding with previous values given by Bricaud et al. (1992) for the Sargasso Sea.

In the CS, nitrite was successfully simulated and validated with seasonal averages of field observations (Fig. 12). The main discrepancy was found during winter when nitrite was underestimated by about 0.1 mmol m\(^{-3}\) in the upper 50 m. The field data suggest that nitrite tends to accumulate in small amounts below 150 m. Bacterial oxidation of organic matter not being considered in our model could explain this event. The uptake of nitrite in the model was assumed to take place in the light hours in the euphotic layer while the nitrite exudation was assumed to take place at low radiation during the day and at night. This made the layer beneath the chlorophyll maximum a good place for the nitrite exudation favoured by the phytoplankton self-shading. Unfortunately, in the NEA case, no validation was carried out for the simulated data since field observations were not available from selected cruises to be compared.

Current models rarely simulate nitrite in relation to phytoplankton primary production. Vaccaro and Ryther (1960) early described the first nitrite
maximum above 200 m depth in oligotrophic areas including the Mediterranean Sea. This nitrite was considered to be the result of both bacterial ammonium oxidation and nitrate reduction by phytoplankton at low light levels (Carlucci et al., 1970; Raimbault, 1986). In our model we assumed the role of nitrate reduction by phytoplankton as the main source of nitrite, with bacterial nitrification as numerically negligible (Eppley and Peterson, 1979), that nevertheless could explain observed variations in the nitrate concentration below 150 m not found in the model. In the present study, highest concentrations of nitrite were located below the DCM, in close agreement with the field data and other related works reported for the Mediterranean Sea (Vaccaro and Ryther, 1960; Blasco, 1971). This validates the hypothesis that the nitrate reduction by phytoplankton in the dark could be responsible for most part of the nitrite maximum.

Summer zooplankton biomass estimated by the model (Fig. 7) at the maximum (0.05–0.10 mmol N m⁻³) were in agreement with the data reported for the same area by Alcaraz (1988) who estimated the zooplankton in summer at about 0.06–0.08 mmol N m⁻³. In the NEA site, such a layer was not continuous but broken
in the early autumn due to the relatively low phytoplankton availability that limited the sustainability of the zooplankton standing stock. At the middle of autumn when phytoplankton increased its biomass over 0.3 mmol m$^{-3}$, zooplankton biomass was also recovered, reaching concentrations above 0.05 mmol m$^{-3}$. The zooplankton maximum ingestion rate ($I_{\text{max}}$) was tested with values lower than the ones used in the model (1.2 per day). Higher values increased the zooplankton biomass, up to an order of magnitude, that produced a rapid reduction of the phytoplankton biomass. At the same time, this induced a high concentration of ammonia in the surface breaking the equilibrium in the nitrogen fluxes along the rest of compartments in the model. The best zooplankton mortality rate from the sensitivity test was 0.1 per day as shown in Table 2. Values lower than those made the model to become unstable, while higher
Table 3
Estimates of nitrogen fluxes at several depths below the euphotic layer in the Catalan Sea (CS) and subtropical NE Atlantic (NEA)

<table>
<thead>
<tr>
<th>Area</th>
<th>Depth (m)</th>
<th>Advective fluxes (µmol m⁻² per day)</th>
<th>Diffusive fluxes (µmol m⁻² per day)</th>
<th>Total fluxes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>In µmol m⁻² per day</td>
<td>In mol N m⁻² per year</td>
<td></td>
</tr>
<tr>
<td>CS</td>
<td>120–130</td>
<td>144</td>
<td>1632</td>
<td>1776</td>
</tr>
<tr>
<td></td>
<td>190–200</td>
<td>298</td>
<td>140</td>
<td>438</td>
</tr>
<tr>
<td></td>
<td>290–300</td>
<td>380</td>
<td>5</td>
<td>385</td>
</tr>
<tr>
<td>NEA</td>
<td>150–160</td>
<td>24</td>
<td>382</td>
<td>606</td>
</tr>
<tr>
<td></td>
<td>190–200</td>
<td>120</td>
<td>197</td>
<td>317</td>
</tr>
<tr>
<td></td>
<td>290–300</td>
<td>187</td>
<td>5</td>
<td>192</td>
</tr>
</tbody>
</table>

4.3. On the upward nitrogen fluxes and nitrogen stocks

A summary of the upward nitrogen fluxes toward the euphotic layer is shown in Table 3. At the range of 290–300 m depths, the diffusive-advective transfer of nitrate into the model domain was 0.39 and 0.19 mmol N m⁻² per day in the CS and NEA, respectively. The nitrate transfer increases upwards with the increase of the vertical nitrate gradient. Following this trend, at 190–200 m depths, the total nitrate flux was a bit closer in both cases (0.44 and 0.32 mmol N m⁻² per day) and in the NEA. At 190–200 m depth ranges, the diffusive flux of nitrate was higher in NEA (0.20 mmol m⁻² per day) than in the CS (0.14 mmol m⁻² per day) due to a higher gradient induced by phytoplankton uptake at greater depths. Below the euphotic layers (~120–130 and 150–160 m in the CS and NEA cases, respectively), the total flux of nitrogen increased up to 1.78 and 0.61 mmol m⁻² per day (equivalent to 0.64 and 0.22 mol N m⁻² per year), respectively. The advective fluxes in both cases decreased upward with the nitrate concentration. The nitrate entering below the euphotic layer in the CS (0.64 mol N m⁻² per year) matched quite well the estimated exported production of 0.7 mol N m⁻² per year from the upper layer in the Ligurian Sea (Tusseau et al., 1997). Levy et al. (1998) calculated a vertical flux of nitrogen at 100 m depth in the Ligurian Sea of 0.26 mol N m⁻² per year. The flux at 100 m depth in the Ligurian Sea is comparable with that found in the Catalan Sea in the range of 170–180 m depth.

The simulated nitrogen flux in NEA is within the range given for the western basin of the subtropical NA gyre. Doney et al. (1996), at a station close to Bermuda, gave an annual estimate of upward nutrient flux across the 300 m depth surface of 0.06 mol N m⁻² per year closely matching our estimates at the same depth in the NEA site (0.07 mol N m⁻² per year). The nitrogen flux estimated by Gruber and Sarmiento (1997) in the Sargasso Sea (0.072 mol N m⁻² per year) was also coincident with our estimate at 290–300 m depth, suggesting similarities in the amount of nitrogen required to sustain the low but continuous primary production. The estimated nitrate flux at the base of the euphotic layer (0.606 mmol m⁻² per day) was somewhat lower than that given by Lewis et al. (1986) in the same area (0.807 mmol m⁻² per day). Planas et al. (1999) give estimates of diffusive nitrate flux of 0.38 ± 0.18 mmol NO₃⁻ m⁻² per day in the central Atlantic, where thermocline is at the same depth of the nitracline. The maximum values of the latter estimates (0.56 mmol NO₃⁻ m⁻² per day) match our estimates of diffusive fluxes (0.58 mmol NO₃⁻ m⁻² per day)
day), even though our estimates are made along the nitracline that is below the thermocline.

The estimate of the nitrogen flux by the present model in NEA differs from field measurements by Jenkins (1988) who computed a flux of 0.6 ± 0.2 mol N m⁻² per year (our estimate was 0.22 mol N m⁻² per year) by using ³He as a diffusion tracer along the thermocline. McGillicuddy and Robinson (1997), using a coupled physical–biological model, estimated the upward flux of nitrogen in the Sargasso Sea in 0.5 mol N m⁻² per year. These estimates are close to that estimated by Fasham et al. (1990) using numerical simulation of the planktonic domain in the Sargasso Sea (0.56 ± 0.16 mol N m⁻² per year). However, a further simplified version of the Fasham et al.'s model with a reduced number of parameters, resulted in lower estimates of the nitrogen flux of 0.2 mol N m⁻² per year (Hurtt and Armstrong, 1996) matching our model results. Gnanadesikan et al. (2002) compared different ecological models with observations at different open ocean places, pointing out that differences in the parameterisation of the vertical diffusion could account for differences in the expected new production as deduced from nutrient fluxes.

We consider crucial the horizon at which nitrogen fluxes are computed. From the present model nitracline simulations are found to be around 40–50 m below thermocline. We estimated the nitrate flux beneath the euphotic layer close to nitracline that is below thermocline. Thus, the nitrogen flux was mainly responding to the nitrate gradient rather than the diffusion gradient.

The material exported downward from the euphotic zone in both simulated stations was compensated with the upward nitrate flow (Fig. 13). The averaged daily budget of nitrogen fluxes among the various compartments of the model integrated over the year and averaged daily, was also calculated and shown in Fig. 14.

Total nitrogen (nitrate + nitrite + ammonium) taken up by phytoplankton in the CS case was about twice that in the NEA case (4.67 and 2.15 mmol N m⁻² per day, respectively), thus explaining higher stocks found in the former. About 83% of phytoplankton were ingested by zooplankton in both cases, similar to the estimated by Tusseau et al. (1997) in the simulation of the Ligurian Sea. The role of zooplankton in exporting material was a little higher in NEA than in the CS (77 and 62% of the phytoplankton ingested, respectively). In both sites, the rate of production of both ammonium by zooplankton and nitrite by phytoplankton

![Fig. 13. Mean fluxes of nitrogen (mol N m⁻² per day) (1) in upper water layers of the Catalan Sea and (2) the subtropical NE Atlantic.](image-url)
were only slightly higher than the rate of uptake by phytoplankton, allowing the observed accumulation in the water column. Nitrogen stocks (Fig. 14) were always higher in the CS than in NEA: zooplankton and nitrite were about twice higher, phytoplankton was about one and half times higher, and ammonium and nitrate were about three times higher in the CS. Most part of nitrate was in the nitrate form with 80% of the nitrogen stock in the CS and 70% in the NEA.

4.4. On the estimates of primary production

The modelled annual primary production in the CS (134.5 g C m\(^{-2}\) per year) was in the range of other estimates (94–221 g C m\(^{-2}\) per year) using different methods. Based on CZCS imagery, Morel and André (1991) calculated 94 g C m\(^{-2}\) per year in the western Mediterranean, similar to the estimates using \(^{14}\)C given by Estrada (1985). A further revision of the CZCS imagery gave higher values of 157.7 g C m\(^{-2}\) per year (Antoine et al., 1995). From a photosynthesis–irradiance relationship model, taking into account a large set of chlorophyll and irradiance profiles and satellite images, Sathyendranath et al. (1995) estimated for the whole Mediterranean Sea a primary production of 218 g C m\(^{-2}\) per year. Platt et al. (1991) gave an average value of 180 g C m\(^{-2}\) per year close to the estimation made by Fusseau et al. (1997) with a numerical model of the pelagic domain for the Ligurian Sea. Longhurst et al. (1995) estimated a primary production of 216 g C m\(^{-2}\) per year using satellite information. Lohrenz et al. (1988) gave a value of 0.88 g C m\(^{-2}\) per day (equivalent to 221 g C m\(^{-2}\) per year) from \(^{14}\)C in May just on density fronts in the western Mediterranean.

The total estimate of primary production by the model in the NEA site was 62.4 g C m\(^{-2}\) per year, in the low side of the estimates given by other authors. Platt and Harrison (1985) estimated an annual average primary production of 82 ± 22 g C m\(^{-2}\) per year with an average new production (25 ± 7 g C m\(^{-2}\) per year) higher than our estimate (16.5 g C m\(^{-2}\) per year). The eastern boundary of the subtropical North Atlantic gyre corresponds to a biogeochemical province as described by Sathyendranath et al. (1995) with a mesoscale primary production around 122–124 g C m\(^{-2}\) per year (Longhurst et al., 1995) that is twice our estimates. Nevertheless, field measurements of primary production in this area in May and October by Marañón et al. (2000) yielded values in the range of 0.1–0.3 g C m\(^{-2}\) per day within the daily average obtained in our simulations (0.14 g C m\(^{-2}\) per day). Differences of our model results with other estimates of primary production can be explained in part by the current parameterisation and modelling and by the presence of other external sources of...
Fig. 15. Depth and time evolution of the $f$-ratio in the Catalan Sea (left) and the subtropical NE Atlantic (right). The $f$-ratio was assumed to be the ratio between the phytoplankton uptake of nitrate (new production) in respect to the whole nitrogen uptake (nitrate + nitrite + ammonium). Nitrogen affecting the primary production, such as the horizontal transport or atmospheric depositions, not included in the present study.

The simulated time evolution of the $f$-ratio along the water column is shown in Fig. 15. Low new production ($f$-ratio = 0.2–0.3) took place just in and above the continuous DCM layer, where nitrate concentrations were very low. The yearly $f$-ratio in the CS was 0.38 with a nitrate-based new production of 51.7 g C m$^{-2}$ per year, similar to an estimate given for the Ligurian Sea ($f$-ratio = 0.35) using a numerical model (Tusseau et al., 1997). In NEA, new production (16.5 g C m$^{-2}$ per year) represents 26% of the total production ($f$-ratio = 0.26). This estimate is twice the estimate given by Williams and Follows (1998) but keep in the range of the expected new production for oligotrophic open oceans. The regenerated production prevailed in summer when nitrate was scarce in the euphotic zone ($f$-ratio = 0.25 and 0.21, in the CS and NEA, respectively) matching the summer estimates given by Bahamón (2002) in the subtropical North Atlantic ($f$-ratio = 0.21). On the contrary, a relatively high new production predominated in autumn and winter times in both locations (0.88–0.82) with the increasing of nitrate in the upper waters by the vertical mixing processes bringing up nitrate from deeper waters.

Since the present model results reasonably match other estimates of primary production and nitrogen fluxes, the model can be assumed to have an adequate parameterisation of the turbulent environment and biogeochemical processes taking place in upper water layers of the selected ecosystems. Using different turbulence schemes to assess primary production in the vertical dimension in the North Sea, Chen and Annan (2000) found that physical differences of the mixing schemes are often smaller than those of biogeochemical features of a modelled ecosystem. This led them to suggest the modelled biogeochemical features as good indicators for a suitable model parameterisation. Gnanadesikan et al. (2002) compared different ecological models with observations at different open ocean places, pointing out that field observations vary more than estimates from different model schemes.

5. Summary and conclusions

The pelagic ecosystem functioning was modelled to have a yearly input of inorganic nitrate from below the euphotic layer compensated with downward losses of material, making the ecosystems in NW Mediterranean and subtropical NE Atlantic to be near the metabolic balance. The simulations of nitrogen stocks and fluxes in both ecosystems were carried out using a similar physical and biogeochemical parameterisation. However, different surface radiation and length of the daylight and different nitrate concentrations in the bottom boundary affected the selected stations located at different latitudes. Higher irradiance and daylight length making the euphotic layer thicker explained that the phytoplankton maximum was deeper in NEA than in CS during summertime. In both locations zooplankton grazing controlled the late winter phytoplankton bloom but reduced more than expected the subsurface phytoplankton concentration in summer. In general, the variables better assessed in the model were chlorophyll $a$, nitrate and nitrite, close to time and depth observations. The amount of irradiance appears to control the chlorophyll maximum depth.
while the amount of nitrate at the bottom boundary is mainly controlling the phytoplankton stocks. DCM was found more linked to nutricline depth variation than to thermocline depth. Close to DCM was found the nitrite maximum whose concentrations were explained by the phytoplankton exudation in the dark. The upward fluxes of nitrate below the euphotic zone in the CS and NEA stations were in agreement with previous estimates suggesting a suitable parameterization of the density field and turbulent diffusion. The estimates of nitrate fluxes were more attributable to the nitrate gradient than to the density field.
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